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■ In the past, mass events allured an increasing
number of visitors. Hence, keeping an eye on
the overall person count is crucial for safety

■ Crowd manager have to keep an eye on the
whole area all the time

■ Pedestrian flow simulation beforehand is an
important tool for event planning

■ Image-based CC serves two purposes:
■ Simulations have to be varified
■ Crowd manager has to be supported

TEMPORAL EXTENSION FOR ENCODER-DECODER-BASED
CROWD COUNTING
Thomas Golda, Florian Krüger, Jürgen Beyerer

Table 1: Three baseline models were trained from scratch on the DLR-ACD [2] dataset. Afterwards, all models
were finetuned and evaluated on the DroneCrowd [4] dataset. The outputs were then processed by a moving
average operator with window sizes of k = 3 and k = 5. This led to an improved performance for all models
and all metrics. However, for the MAE and RMSE the improvement was not significant.

Table 2: The temporal extension achieved just for the CSRNet improvement for all three metrics, whereas for
the MRCNet and SFANet the performance decreased. By adding the convex combination for merging the
temporal and single frame embedding, these results could be improved. However, the moving average
achieved better results regarding the smoothness of the results.

Method Arch. MAE RMSE MARE

TE-M2O

CSRNet [1] 31.5 (-4.0) 39.8 (-3.6) 2.61 (-0.55)

MRCNet [2] 46.7 (±0.0) 59.8 (+1.5) 2.05 (-1.14)

SFANet [3] 46.0 (+6.4) 55.5 (+7.2) 2.35 (-0.39)

MTE (fixed)

CSRNet 31.9 (-3.6) 38.7 (-4.7) 2.17 (-0.99)

MRCNet 44.3 (-2.4) 56.9 (-1.4) 1.58 (-1.61)

SFANet 33.2 (-6.5) 41.8 (-6.5) 1.82 (-0.92)

Moving Avg. Arch. MAE RMSE MARE

k = 3

CSRNet 35.4 (-0.1) 43.2 (-0.2) 0.46 (-2.70)

MRCNet 46.6 (-0.1) 58.2 (-0.1) 0.54 (-2.65)

SFANet 39.4 (-0.2) 48.0 (-0.3) 0.44 (-2.30)

k = 5

CSRNet 35.3 (-0.2) 43.1 (-0.3) 0.63 (-2.53)

MRCNet 46.5 (-0.2) 58.2 (-0.1) 0.67 (-2.52)

SFANet 39.3 (-0.3) 47.8 (-0.5) 0.73 (-2.01)
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Density-based Crowd Counting in the Wild
■ Videos come with temporal coherence which is ra-

rely tackled by crowd counting methods
■ Users get unsettled by jumping or non-steady

counts for a static environment
■ We examined how to use temporal information ai-

ming for two improvements
■ Lower overall error
■ Smoother count estimates

MARE as Smoothness Measure
■ Roughness : standard de-

viation of succesive frame
counts

■ MARE: average deviation from the overall trend of
progression

Information on Experiments
■ We evaluated our extension on three state of the

art Encoder-Decoder architectures using the
DroneCrowd [4] dataset

■ All models were pretrained on DLR-ACD [2]
■ Moving average brings no significant improvement

for estimation performance but for smoothness
■ Combination of recurrent unit and fixed merging

generates best results for all adapted architectures

Conclusion
■ Modelling temporal context inside model increases

smoothness and accuracy of count estimates
■ Gap between actual count and estimate can still

differ by a quite large gap
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Figure 1: Visualization of the M2O architecture and complete pipeline. Both, the current embedding
generated by the single frame processing and the temporal predicted embedding get fused to generate a
new embedding. This newly constructed embedding is input to the existing decoder part of the CNN.


